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Benchmark and system parameters often have a significant impact on performance evaluation, which raises a

long-lasting question about which settings we should use.

This paper studies the feasibility and benefits of extensive evaluation. A full extensive evaluation, which

tests all possible settings, is usually too expensive. This work investigates whether it is possible to sample a

subset of the settings and, upon them, generate observations that match those from a full extensive evaluation.

Towards this goal, we have explored the incremental sampling approach, which starts by measuring a small

subset of random settings, builds a prediction model on these samples using the popular ANOVA approach,

adds more samples if the model is not accurate enough, and terminates otherwise.

To summarize our findings: 1) Enhancing a research prototype to support extensive evaluation mostly

involves changing hard-coded configurations, which does not take much effort. 2) Some systems are highly

predictable, whichmeans that they can achieve accurate predictions with a low sampling rate, but some systems

are less predictable. 3) We have not found a method that can consistently outperform random sampling +

ANOVA. Based on these findings, we provide recommendations to improve artifact predictability and strategies

for selecting parameter values during evaluation.
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1 Introduction

Performance evaluation and comparison are routine tasks in both academia and industry. However,
as shown in multiple works [34, 45, 46, 75, 78], evaluation results can be highly sensitive to the
settings (i.e., hardware and software configurations) of the experiments — it often happens that
one system can outperform another under one setting but fails to do so under a different setting.
Even worse, the choice of experimental settings may introduce bias into the results [35].
There are at least two philosophies to address this problem, each with its limitations. First, we

can restrict the possible settings, probably based on studies of realistic settings in production [10, 14,
55, 79]. This philosophy has been adopted by many industrial benchmarks [25, 58, 66, 72], but we
observe that, on the one hand, too many restrictions will limit its applicability and drive researchers
away. For example, the standard TPC-C benchmark [71] requires a long “think time” before each
transaction, but since think time limits the contention level of TPC-C, most research prototypes
simply remove it [75]. On the other hand, less restriction will give researchers enough flexibility,
but this again raises the question of which settings to use. For example, YCSB [20] includes five
types of workloads, with tunable key-value sizes and skewness, but it is not uncommon for a work
to only test a subset of the possible settings.

Second, we can conduct an extensive evaluation to test all the possible combinations of parameter
values. Extensive evaluation could provide a comprehensive picture of system performance, but is
often too expensive. To reduce the cost, the standard practice is to start from a popular setting and
then tune one parameter at a time. However, due to the intricate effects of multiple parameters [11,
12, 68, 75], it is unclear whether tuning one parameter at a timewill miss any important observations.

While it probably requires a community debate to discuss the appropriate philosophy, this work
explores whether we can improve the state of the art in extensive evaluation. In particular, the
key question we want to answer is, assuming we only have resources to test a limited number
of settings, how to choose the settings to test and whether testing these settings can generate
observations that match those from the full extensive evaluation. In this paper, we report our
attempt, share our experiences, and discuss possible future directions.
We conducted our study on 10 research prototypes and one mature open-source software with

the following methodology: We first performed a comprehensive, best-effort evaluation on these
systems, which is costly, but provides us with a “ground truth”. Subsequently, we investigated
whether we can measure a subset of the experiment settings and still generate observations that
match those from the “ground truth”. To be specific, we used a classic solution in computer systems
performance analysis [39], which starts by measuring the performance of a small subset of random
settings, builds a prediction model on these samples using the ANOVA method [64], adds more
samples if the model is not accurate enough, and terminates otherwise. We further tried other
sampling and analysis methods. In this paper, we refer to these approaches “incremental sampling”.

We make the following observations from our study:

• Required effort: Since a research prototype is usually not as stable as a mature product, there
may be concerns about whether a prototype can even run properly under different settings,
especially under a new setting that has not been used in the corresponding publication. Our overall
experience is quite positive: Although many prototypes initially indeed cannot run properly
under a new setting, we find that most of the problems are due to hard-coded configuration
values, which can be fixed with a small amount of effort. There exist new settings that a prototype
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is more likely to encounter errors, but failing a few settings usually does not prevent us from
getting an overall picture.

• Cost: The effectiveness of incremental sampling depends on the target system: For some systems,
incremental sampling can terminate with a low sampling rate (as low as 10% in our experiments)
while still providing an analysis result that can match that from the ground truth. We call
these systems highly predictable in our paper. Some other systems are less predictable and thus
incremental sampling needs a high sampling rate to terminate. As one can imagine, incremental
sampling can significantly reduce the evaluation cost of highly predictable systems, but is less
effective for less predictable systems. By comparing different implementations, we have verified
that it is possible to improve the implementation of some of the less predictable systems to
provide more predictable performance.

• Benefits: Extensive evaluation, even with incremental sampling, can reveal design issues that
cause performance degradation in previously untested settings. For example, our evaluation of
MySQL and DrTM [77] shows that they experience performance degradation when loaded with
a large amount of data, since their tree indexes grow larger. This problem could be addressed by
partitioning data [16, 21, 41, 43]. Such issues have confirmed the necessity of extensive evaluation.

• Future: Despite our efforts, we have not found a sampling and/or prediction method that can
consistently outperform random sampling + ANOVA. However, we find that these highly pre-
dictable systems show consistent predictability under different sampling and modeling methods.
This suggests that, in addition to reproducibility, we should further encourage the predictability
of system performance.

2 Methodologies

We carry out our research in three steps.

Step 1. Reproduction. In the first step, we selected 10 research prototypes and tried to repro-
duce their results reported in the corresponding publications (i.e., Calvin [2, 60, 70], Silo [65, 73],
DrTM [26, 77], Janus [40, 53], Cicada [17, 45], GAM [15, 30], Star [47, 67], Aria [9, 46], HERD [36, 41],
and TAPIR [7, 81]). These publications use TPC-C [71] and/or YCSB [20] benchmarks for evaluation.
We run each experiment three times, and use the same setup (e.g., warm up length, total length,
etc.) as mentioned in the original papers. This step confirms that we have properly set up and run
these prototypes.

For a very brief introduction, Silo and Cicada are single-node in-memory transaction processing
engines; Calvin, DrTM, GAM, Star, and Aria support distributed transactions; TAPIR and Janus
further support geo-distributed transactions; HERD is a distributed key-value store. DrTM, GAM,
and HERD use RDMA techniques to improve performance.

To evaluate the impact of configuration parameters, the state of the art is to tune one parameter
at a time while using fixed values for other parameters. However, from the publications we have
reproduced, we observe that there is no consensus about which parameter to tune, the value range
to tune the parameter, and the values of the remaining fixed parameters. To give a few examples,

• Number of warehouses in TPC-C: Calvin uses fixed values of 10 and 20 warehouses per server
and tunes the number of servers from 10 to 100. Silo tunes it from 1 to 32. DrTM tunes it from 1
to 16. Janus uses a fixed value of 6. Cicada tunes it from 1 to 28. GAM uses a fixed value of 32.
Star uses a fixed value of 12 per server and tunes the number of servers from 2 to 16. Aria tunes
it from 1 to 180.

• Number of key-value pairs in YCSB: Silo uses a fixed value of 160M. Cicada uses a fixed value of
10M. Star uses a fixed value of 2.4M. Aria uses a fixed value of 480K. HERD uses a fixed value of
80M. Tapir uses a fixed value of 1M.
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• Skewness in YCSB: Silo, Star, and Tapir use a uniform distribution. Cicada tunes Zipf factor from
0 to 0.99. Aria tunes Zipf factor from 0 to 0.999. HERD uses fixed Zipf values of 0 and 0.99.

On the one hand, such arbitrary selection of parameter values makes it hard to compare different
works, and creates questions like whether a chosen setting may be in favor of one work over
another. On the other hand, it is probably unrealistic to ask every publication to follow exactly the
same configurations, since different works may target different scenarios. This dilemma serves as
the motivation for our work.
We ran our experiments on CloudLab [18] and a local cluster. For each work, we try to use

hardware that is close to the one used by the original paper. On CloudLab, we use m510 machines
to run Aria experiments, c6320 machines to run Silo and Cicada experiments, rs630 to run Janus
experiments, c220g1 machines to run TAPIR experiments, d430 machines to run Calvin experiments,
c6220 machines to run Star and GAM experiments, and r320 machines to run HERD experiments.
We test DrTM on a local cluster, in which each node is equipped with a 28-core Intel Xeon E5-2680
CPU and 128 GB of RAM. The cluster is interconnected by a 100 Gbps Mellanox CX-4 adapter.
We use OpenFabrics Enterprise Distribution (OFED) version 4.9. Detailed hardware configuration
information is recorded in Table 2 in the appendix.

Step 2. Best-effort extensive evaluation. In the second step, we try to carry out a best-effort
extensive evaluation, which includes settings that the original papers do not cover. We measured
their throughput in this work and leave other metrics, like latency, for the future. The result of this
step forms a “ground truth” for our next step. In this step, we added MySQL, a mature open-source
database, for comparison. Specifically, we tuned the following parameters:

• TPC-C parameters. We 1) tune the number of warehouses from 1 to the maximum allowed by
DRAM (all experiments assume that all data can fit into DRAM); 2) tune the number of workers
from 1 to up to 32; 3) tune the cross-warehouse rate from 0% to 100%; 4) tune the workload to
include all five types of transactions, two types of transactions (NewOrder and Payment), and
one type of transactions (NewOrder).

• YCSB parameters. We 1) tune the key-value size from 8B to 1KB; 2) tune the number of key-value
pairs from 128K to the maximal allowed by DRAM; 3) tune read/write ratio from 100:0 to 0:100;
and 4) tune the 𝛼 value of the Zipfian distribution from 0 to 0.99 (𝛼 = 0 is equivalent to uniform
distribution).

• System parameters. For distributed systems, we tune the number of servers from 1 to 32. For
systems that support replication, we tune the number of replicas from 1 to 7. We further tune the
performance-critical parameters of some systems, such as the memory buffer and page size in
MySQL and the number of locks in Aria.

Table 1 summarizes the settings we finished running (some systems do not support the tuning of
a certain parameter) and the total machine hours it took to run these experiments. Such experiences
have confirmed the high cost of extensive evaluation: Despite the fact that we only target a few
parameters and are selective about parameter values, some of these systems require thousands
of machine hours to test. Such cost may further grow significantly considering the possibility of
having more parameters to tune and the need to run the experiments for multiple iterations due to
debugging and optimization. As a result, we don’t have the resources to test all the possible values
in our study and thus have to pre-select values as shown in Table 1.

During the procedure, we found that many prototypes are not fully ready for extensive evaluation,
mostly due to hard-coded configuration parameters. To be concrete, Silo, Cicada, DrTM, and GAM
allocate a fixed amount of memory and we made it configurable; DrTM assumes the number of
worker threads is equal to the number of warehouses and we made the ratio configurable; Janus
could cause “too many open files” when using many servers, and we increased this threshold;
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System Settings Machine hours #Competitors

Calvin-TPCC
#WH={1, 2, 4. . . 128}, #Node={1, 2, 4. . . 32},

Cross-WH(%)={0, 10. . . 100}
832 × 3 1

Silo-TPCC
#WH={1, 2, 4 . . . 512}, #Workers={1, 2, 4, 8, 16, 28},

#Txn-Types={5, 2, 1},
Cross-WH-NewOrder(%)={0, 10 . . . 100}

130 × 3 1

DrTM-TPCC
#Node={2, 4, 8}, #Workers={2, 4, 8, 16, 32},

#WHperNode={1, 2, 4 . . . 256}, Cross-WH(%)={0, 20 . . . 100}
192 × 3 1

Janus-TPCC
#Clients={1, 10, 20, 40, 80, 100, 200, 500, 1000, 2000, 4000}

#Replica={1, 3, 5, 7}, #CPUperNode={1, 2, 4, 8, 16},
#WH={1, 2, 4· · · | #WH×#Replica/#CPUperNode ≤ 25}

1886 × 3 6

Cicada-TPCC
#WH={1, 2, 4. . . 256},

#Workers={1, 2, 4, 8, 16, 28}, #Txn-Types={5, 2}
9 × 3 4

GAM-TPCC
#WH={2, 4, 8, 16, 32} / #Node, #Node={2, 4, 8},

Cross-WH(%)={0, 20, 40. . . 100},
#Workers={1, 2, 4, 8, 16}, #Txn-Types={2}

721 × 3 3

Star-TPCC
#WH={16, 32, 128, 256}, #Workers={1, 2, 4, 8, 16},

Cross-WH(%)={0, 20, 40. . . 100},
#Node={2, 4, 8}, #Txn-Types={2}

210 × 3 1

Aria-TPCC
#WH={1, 2, 4. . . 1024}, Cross-WH(%)={0, 10. . . 100},

#Nodes={1, 2, 4, 8} #Workers={1, 2, 4, 8, 12},
#Locks={1, 2, 4, 6|#Locks<#Workers}

360 × 3 3

Star-YCSB
#KV Pairs={3.2M, 6.4M, 25.6M, 51.2M }, #Workers={2, 8, 16},
Cross-partition(%)={0, 20, 40. . . 100}, Zipf𝜃={0, 0.4, 0.8, 0.99},

R/W Ratio={0/100, 20/80, 40/60, 100/0}, #Node={2, 4, 8}
384 × 3 3

Silo-YCSB
#KV Pairs={128K, 512K, 2M, 8M, 32M, 128M}

#Workers={1, 2, 4, 8, 16, 28},
R/W Ratio={0/100, 20/80, 40/60, 100/0}

5 × 3 1

Cicada-YCSB

#KV Pairs={128K, 512K, 2M, 8M, 32M},
KV size={8B, 32B, 128B, 1KB},

#Workers={1, 4, 16, 28}, Zipf𝜃={0, 0.4, 0.8, 0.99},
R/W Ratio={0/100, 20/80, 40/60, 100/0},

batch size={1, 10, 100}

300 × 3 4

HERD-YCSB

#KV Pairs={6M, 24.5M, 96M, 384M, 1536M},
KV size={8B, 32B, 128B, 512B, 1KB},

Zipf𝜃={0, 0.4, 0.8, 0.99},
R/W Ratio={0/100, 20/80, 40/60, 100/0}

325 × 3 2

TAPIR-YCSB

#Clients={5, 10, 15, 20, 25},
#KV Pairs={128K, 512K, 2M, 8M, 32M},
R/W Ratio={0/100, 20/80, 40/60, 100/0},

(#shard, #replica)={(1, 3), (1, 5), (1, 7), (2, 3), (2, 5), (3, 3)}

1218 × 3 2

MySQL-TPCC
#WH={1, 2, 4 . . . 256}, #Terminals={1, 2, 4 . . . 512},

innodb_buffer_pool_chunk_size={1GB, 2GB, 4GB, 8GB},
innodb_buffer_pool_instances={1, 2, 4, 8}

548 × 3 1

Table 1. The settings and machine hours we use for each system, including its competitors. Some systems do

not support the tuning of a certain parameter. We set the length of each experiment to be the same as that

used in the original paper. We test each setting three times.

many systems use a timeout for different purposes and we sometimes need to tune the timeout
interval for different settings. We were able to diagnose and fix most of these problems ourselves
with a reasonable amount of effort. The only exception is DrTM, for which we requested help from
its authors. Therefore, we expect that making a prototype ready for extensive evaluation usually
should not require much additional effort from its authors.
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We did encounter cases in which some systems become less reliable under certain new settings.
We tried to diagnose their root causes, but due to their nondeterministic nature, we failed on most of
them after a reasonable amount of effort. However, since the number of these problematic settings
is limited, they did not prevent us from continuing our study.

Step 3. Incremental sampling. In the third step, we studied whether we can measure a subset of
the settings we ran in the second step and still do a meaningful analysis on the results of these
sampled settings. We compared our analysis result with the “ground truth” from the second step to
determine whether our analysis is accurate. We present the details of this step in the next section.

3 Incremental Sampling to Reduce Experiment Time

In this section, we explore whether we can test a subset of settings and still get an overall picture of
system performance characteristics under all settings. To achieve this, wemeasured the performance
of the target system under a subset of settings, and then split the results into a training set and a
validation set; if we can build a model on the training set to accurately predict the performance
results (i.e., throughput) in the validation set, then we consider our model accurate enough to
capture the overall system performance characteristics. Next, we discuss how to build the model,
how to choose samples, and how to analyze the results in detail.

3.1 ANOVA Analysis

We used analysis of variance (ANOVA) [64] to build a model on the training set, because ANOVA
is widely used, can show the impact of each parameter, can analyze the impact of the interaction of
multiple parameters, and does not require any prior knowledge of data distribution, except for the
assumption that the results of the same setting follow a normal distribution.
At a high level, ANOVA works similarly to regression algorithms, except that ANOVA focuses

primarily on categorical factors. We treat all parameters as categorical factors in this work for
two reasons: First, for most parameters, even if their values are numerical, their possible values
are naturally non-continuous (e.g., we cannot have 1.5 warehouses in TPC-C). Second, treating
parameters as categorical factors often makes it easier to identify non-linear relationships, as
explained in the following example.
Assuming that each experiment has 𝑛 parameters and a result (i.e., system throughput in this

work) and we run𝑚 experiments in total, the input to ANOVA is 1) a 𝑛 ×𝑚 matrix, in which each
row records the parameter values of each experiment, and 2) a vector with𝑚 experiment results.
ANOVA will determine whether there are enough samples to reach a conclusion. If so, it will output
the impacts of each parameter. ANOVA assumes that there are two sources of variability in an
experiment: effects from parameters and effects from random error. With the results obtained from
the experiments, it calculates the variances for different parameters, as well as the variance for
the experiment results. Based on the ratio of these variances, it further determines the statistical
significances of each parameter, i.e., if it has a significant influence on the experiment result.

To be concrete, ANOVA categorizes independent variables (experiment parameters in our case)
into various groups and evaluates their effects on the response variable (experiment results in our
case). The model does not presuppose a particular shape of the relationship between variables;
but, it examines whether the means across different settings (groups) differ significantly. To fit
the model, ANOVA selects subsets of independent variables, and calculates the mean differences
within and between these groups. It then uses the F-statistic, derived from the ratio of mean squares
between groups to that within groups, to test the hypothesis that no significant difference exists
among group means. If the p-value obtained from this test is below the chosen threshold (0.05), it
suggests that the current model settings significantly affect the response variable.
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Here, we provide an example of the output of ANOVA, which is used in our following discussion.
Suppose that our experiment has two parameters T and P, where T can be equal to 0, 10, and 20, and
P can be 5 and 15. One possible model that is tested will look as follows, where 𝜇 is the intercept of
Y, 𝜀 is the random error, 𝛽𝑇𝑇 is the effect of the parameter T, 𝛽𝑃𝑃 is the effect of the parameter P,
and 𝛽𝑇𝑃𝑇𝑃 is the cross (or interaction) effect of the parameters T and P.

𝑌 = 𝜇 + 𝛽𝑇𝑇 + 𝛽𝑃𝑃 + 𝛽𝑇𝑃𝑇𝑃 + 𝜀 (1)

The output of ANOVA may look like the following, together with the significance of 𝑇 , 𝑃 , and 𝑇𝑃 .

𝑌 = 𝜇 +

⎧⎪⎪⎨⎪⎪⎩
𝛽𝑇1 , (𝑇 = 0)
𝛽𝑇2 , (𝑇 = 10)
𝛽𝑇3 , (𝑇 = 20)

+

{
𝛽𝑃1 , (𝑃 = 5)
𝛽𝑃2 , (𝑃 = 15)

+

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝛽𝑇1𝑃1 , (𝑇 = 0, 𝑃 = 5)
𝛽𝑇1𝑃2 , (𝑇 = 0, 𝑃 = 15)

......
𝛽𝑇3𝑃2 , (𝑇 = 20, 𝑃 = 15)

(2)

We emphasize three points about ANOVA’s output. First, if we treat 𝑇 or 𝑃 as a numerical factor,
then ANOVA requires the result to have a linear relationship with the values of these factors,
which may not be true. To identify non-linear relationships, the classic solution is to add non-linear
terms like 𝑇 2, 𝑃2, etc., which requires us to “guess” the shape of the formula. If we treat each as
a categorical factor, as shown in this example, then ANOVA requires the result to have a linear
relationship with a set of boolean values, each indicating whether the value falls into a category.
This approach can potentially capture non-linear relationships when the parameter was treated as
numerical (e.g., 𝛽𝑇1 = 1, 𝛽𝑇2 = 100, 𝛽𝑇3 = 10). This is one reason we treat all parameters as categorical
in this work. However, this approach may incur several problems: First, when treating a factor as
categorical, it is impossible to analyze what would happen between categories (e.g., what happens
if 𝑇 = 5), but considering most of our parameters have non-continuous values, this is acceptable.
Second, it may lead to overfitting, which is discussed later.

Second, the coefficient 𝛽 identifies the impact of each parameter or each interaction of parameters,
and thus we can analyze the trend of the coefficient to understand how the impacts of parameters
change (Section 3.3).
Third, one can control the accuracy of the model (i.e., 𝜀) by choosing what parameters and

interactions to test. If we choose all possible interactions, then we can reach 100% accuracy, but
may cause overfitting. To avoid overfitting, we try 1) using only individual parameters and 2) using
individual parameters and interactions of two parameters in ANOVA. We use 1) if 1) is accurate
enough. We further remove insignificant parameters whose p-value is greater than 0.05 based on
ANOVA. In the above example, we may find 𝑇𝑃 is insignificant and then rerun ANOVA with only
𝑇 and 𝑃 .

In our experiments, we find that including individual parameters and interactions of two pa-
rameters is generally good enough; adding interactions of three parameters often results in lower
prediction accuracy, likely due to overfitting. However, this may be because our experiments test
at most six parameters, and systems with more parameters might necessitate the inclusion of
interactions of more than two parameters.

3.2 Choosing Samples

We adopt the incremental sampling approach (Algorithm 1): In each iteration, our algorithm splits
the existing samples into a training set and a validation set (line 6), applies ANOVA to build a model
on the training set (line 7), validates the model on the validation set (line 8), terminates when the
𝑅2 value is good enough (lines 11-12), and adds more samples otherwise (lines 14-16). The basic
idea behind this approach is that, if we can develop a model that can accurately predict system
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Algorithm 1: Incremental Sampling Algorithm

Input: 𝑠: the starting sampling rate
𝛿 : the number of settings to add in each step

Result: A representative sample dataset
1 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠 ← 𝑐ℎ𝑜𝑜𝑠𝑒_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠 (∅, 𝑠);

2 𝐷_𝑒𝑥𝑝 ← 𝑟𝑢𝑛_𝑒𝑥𝑝𝑒𝑟𝑖𝑒𝑚𝑛𝑡𝑠 (𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠);

3 do

4 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 ← empty list;

5 repeat

6 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔, 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 ← 𝑠𝑝𝑙𝑖𝑡 (𝐷_𝑒𝑥𝑝);

7 𝑚𝑜𝑑𝑒𝑙 ← ANOVA_Analysis(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔);

8 𝑅2 ← 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒 (𝑚𝑜𝑑𝑒𝑙, 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛);

9 Add 𝑅2 to 𝑟𝑒𝑠𝑢𝑙𝑡𝑠;

10 until 10 times;

11 if All values in results ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then

12 terminate;

13 else

14 𝑛𝑒𝑤_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠 ← 𝑐ℎ𝑜𝑜𝑠𝑒_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠 (𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠, 𝛿);

15 𝐷_𝑒𝑥𝑝 ← 𝐷_𝑒𝑥𝑝 ∪ 𝑟𝑢𝑛_𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑠 (𝑛𝑒𝑤_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠);

16 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠 ← 𝑐𝑢𝑟𝑟𝑒𝑛𝑡_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠 ∪ 𝑛𝑒𝑤_𝑠𝑒𝑡𝑡𝑖𝑛𝑔𝑠

17 end

18 while current_settings < all_settings;

19 return 𝐷_𝑒𝑥𝑝;

performance, we can then analyze the predicted performance to understand system characteristics
and make comparisons, rather than running all experiments. In this section, we use random
sampling when adding more samples and discuss other sampling methods in Section 4.1, assuming
that we have no prior knowledge about how performance may change across different settings. If
the experimenter has certain knowledge, she may prioritize certain settings, but this may increase
the risk of a biased evaluation. For stability, in each iteration, this algorithm repeats the training
and prediction procedure 10 times on different training sets and only terminates when all of them
provide accurate estimates (lines 10 and 11).
In reality, we should run experiments to measure the system performance of newly chosen

settings. In this work, since we have already run all settings (Section 2), we simply reuse results
from the prior experiments.

3.3 Analyzing Parameter Impact

This section presents the analysis module we developed based on the result of ANOVA.
The coefficients from ANOVA analysis represent the impact of a parameter on the final results.

If the ANOVA coefficients of a parameter monotonically increase or decrease with the values
of the parameter, we try to find knee points, which means points with maximum curvature. In
computer systems, such points represent operating points where the cost of changing a setting
is no longer worth the performance benefit. Otherwise, we try to find turning points, where the
ANOVA coefficients first increase with the parameter values but decrease after the turning points
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Algorithm 2: Trend Analysis on ANOVA output

Data: A set of results from 𝑛 significant terms 𝑇 = {𝑡1, 𝑡2, . . . , 𝑡𝑛}, where

• 𝑡 .𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒 is the name(s) of parameter 𝑝 or parameter pair (𝑝, 𝑞) associated with 𝑡 . It has
𝑖 distinct values.

• 𝑡 .𝑝𝑎𝑟𝑚_𝑣𝑎𝑙 is the value corresponds to 𝑡 .𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒 .
– 𝑡 .𝑝𝑎𝑟𝑚_𝑣𝑎𝑙 =< 𝑝1, 𝑝2, . . . , 𝑝𝑖 > if 𝑡 is one parameter, < (𝑝1, 𝑞1), (𝑝2, 𝑞2), . . . , (𝑝𝑖 , 𝑞𝑖 ) > if 𝑡 is
a parameter pair

• 𝑡 .𝑐𝑜𝑒 𝑓 =< 𝑐1, 𝑐2, . . . , 𝑐𝑖 > is ANOVA coefficients
• 𝑡 .𝑝𝑒𝑟_𝑣𝑎𝑟_𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 is the percentage of variance explained by this term

Result: A set of important points 𝑌
1 foreach 𝑡𝑖 ∈ 𝑇 ∧ 𝑡𝑖 .𝑝𝑒𝑟_𝑣𝑎𝑟_𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑 ≥ 10% do

2 if 𝑡 is a parameter pair (p, q) then

3 𝑃 ← distinct values of 𝑝 in 𝑡 .𝑝𝑎𝑟𝑚_𝑣𝑎𝑙 ;

4 𝑄 ← distinct values of 𝑞 in 𝑡 .𝑝𝑎𝑟𝑚_𝑣𝑎𝑙 ;

5 𝑌𝑖 ← ∅ ;

6 foreach 𝑝 𝑗 ∈ 𝑃 do

7 𝑝𝑎𝑟𝑚𝑠 ← {𝑞𝑖 | (𝑝 = 𝑝 𝑗 , 𝑞𝑖 ) ∈ 𝑡 .𝑝𝑎𝑟𝑚_𝑣𝑎𝑙};

8 𝑐𝑜𝑒 𝑓 ←corresponding subset of 𝑡 .𝑐𝑜𝑒 𝑓 ;

9 𝑌𝑖 ← 𝑌𝑖∪ FindImportantPoints(𝑡 .𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒, 𝑝𝑎𝑟𝑚𝑠, 𝑐𝑜𝑒 𝑓 )

10 end

11 foreach 𝑞 𝑗 ∈ 𝑄 do

12 𝑝𝑎𝑟𝑚𝑠 ← {𝑝𝑖 | (𝑝𝑖 , 𝑞 = 𝑞 𝑗 ) ∈ 𝑡 .𝑝𝑎𝑟𝑚_𝑣𝑎𝑙};

13 𝑐𝑜𝑒 𝑓 ←corresponding subset of 𝑡 .𝑐𝑜𝑒 𝑓 ;

14 𝑌𝑖 ← 𝑌𝑖∪ FindImportantPoints(𝑡 .𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒, 𝑝𝑎𝑟𝑚𝑠, 𝑐𝑜𝑒 𝑓 )

15 end

16 else

17 𝑌𝑖 ←FindImportantPoints(𝑡 .𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒, 𝑡 .𝑝𝑎𝑟𝑚, 𝑡 .𝑐𝑜𝑒 𝑓 )

18 end

19 𝑌 ← 𝑌 ∪ 𝑌𝑖
20 end

21 Rank important point results (if any) based on 𝑡𝑢𝑟𝑛_𝑟𝑎𝑡𝑖𝑜 × 𝑡 .𝑝𝑒𝑟_𝑣𝑎𝑟_𝑒𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑑

or vice versa. We are interested in these two types of points since they usually indicate a change in
the behavior of the system. We refer to them as “important points” in the rest of this paper.
Algorithm 2 presents the overall algorithm. At a high level, for each parameter (note that we

already filtered out insignificant parameters), we try to find the important points (Algorithm 3).
We then rank the important points based on the product of the percentage of variance explained
by this parameter and the turn ratio of the important points defined in line 15 of Algorithm 3.

For each significant parameter or interaction that explains at least 10% of the variance, we attempt
to locate the important points within them. For individual parameters, we directly identify the
important points based on their parameter values and ANOVA coefficients. For an interaction of
parameters, we fix one parameter at a time while varying the other, which reduces the problem to
finding important points on individual parameters.
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Algorithm 3: FindImportantPoints

Input: 𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒 is the name of this parameter,
𝑃 =< 𝑝1, 𝑝2, . . . , 𝑝𝑛 > is the sorted parameter values,
𝐶 =< 𝑐1, 𝑐2, . . . , 𝑐𝑛 > is the corresponding ANOVA coefficients

Output: A set of important points 𝑌 = {𝑦1, 𝑦2, . . . , 𝑦𝑚}, where

• 𝑦.𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒 = 𝑝𝑎𝑟𝑚_𝑛𝑎𝑚𝑒
• 𝑦.𝑡𝑦𝑝𝑒 ∈ {“𝑡𝑢𝑟𝑛𝑖𝑛𝑔”, “𝑘𝑛𝑒𝑒”} is the type of this point.
• 𝑦.𝑣𝑎𝑙 is the parameter value of this point.
• 𝑦.𝑡𝑢𝑟𝑛_𝑟𝑎𝑡𝑖𝑜 measures the change of slope before and after this turning point

1 if SpearmanRankCorrelation (𝑃,𝐶)= ±1 then // monotonically increasing or

decreasing
2 𝑦.𝑣𝑎𝑙 ← FindKneePoints (𝑃,𝐶) ; // external library

3 𝑦.𝑡𝑦𝑝𝑒 ←"knee";

4 else

5 for 𝑖 ← 2 to 𝑛 − 1 do
6 𝑃1, 𝑃2 ←< 𝑝1, . . . , 𝑝𝑖−1 >, < 𝑝𝑖+1, . . . , 𝑝𝑛 > ;

7 𝐶1,𝐶2 ←< 𝑐1, . . . , 𝑐𝑖−1 >, < 𝑐𝑖+1, . . . , 𝑐𝑛 > ;

8 Δ𝑆𝑝𝑒𝑎𝑟𝑖 ←

SpearmanRankCorrelation(𝑃1,𝐶1) − SpearmanRankCorrelation(𝑃2,𝐶2) ;

9 end

10 𝑦.𝑣𝑎𝑙 ← 𝑃 𝑗 , where 𝑗 maximize |Δ𝑆𝑝𝑒𝑎𝑟 | and |Δ𝑆𝑝𝑒𝑎𝑟 | ≥ 1;

11 𝑦.𝑡𝑦𝑝𝑒 ←"turning";

12 end

13 𝑃𝑎, 𝑃𝑏,𝐶𝑎,𝐶𝑏 ← 𝑃 and 𝐶 divided by 𝑦.𝑣𝑎𝑙 ;

14 𝑘𝑎, 𝑘𝑏 ← the linear regression slope fitted by (𝑃𝑎,𝐶𝑎), (𝑃𝑏,𝐶𝑏) ;

15 𝑦.𝑡𝑢𝑟𝑛_𝑟𝑎𝑡𝑖𝑜 ← |
𝑘𝑏−𝑘𝑎
𝑘𝑎

|;

Identifying knee points (lines 1-3 in Algorithm 3). In a continuous function 𝑓 (𝑥), knee point
is defined as the point with maximum curvature, where curvature 𝐾𝑓 (𝑥) is defined by 𝑓 ’s first and
second derivative [62].

𝐾𝑓 (𝑥) =
𝑓 ′′ (𝑥)

(1 + 𝑓 ′ (𝑥)2)1.5
(3)

For knee points detection in discrete data, we apply the Kneedle algorithm [63], in which
a smoothing spline is used to preserve the shape of the original data set and knee points are
approximated by the set of points in that spline curve that are local maxima if the curve is rotated
by 𝜃 degrees clockwise about (𝑥𝑚𝑖𝑛, 𝑦𝑚𝑖𝑛) through the line formed by (𝑥𝑚𝑖𝑛, 𝑦𝑚𝑖𝑛) and (𝑥𝑚𝑎𝑥 , 𝑦𝑚𝑎𝑥 ).

Identify turning points (lines 4-12 in Algorithm 3). Spearman correlation measures the mono-
tonicity of a relationship between two variables [54], which ranges from -1 to +1. To detect turning
points, we try to find a dividing point where the absolute difference in Spearman correlations before
and after the dividing point is the largest and above 1.
The aforementioned algorithms assume that the values of the target parameters are ordered,

which is the common case in our experiments. For other cases (e.g., a parameter to determine
whether a system works under memory-only mode or persistent mode), one may design additional
analysis components depending on the questions she wants to answer. For example, one can analyze
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Fig. 1. Comparing analysis results on sampled data set and those on full data set under different 𝑅2 thresholds.
Their difference is quantified as the number of mismatched significant parameters and important points

between sampled and full results (normalized by the total number of significant parameters and important

points from the full results). Lower mismatch rates indicate the sampled data set can better approximate the

full data set. Significant parameters are identified in ANOVA analysis. Important points are identified by

Algorithm 3. Each number is the median of 100 trials.

the difference between memory-only and persistent mode under different settings and further
answer under which settings this mode makes no difference.

3.4 Results

We have tested incremental sampling on all systems to answer the following questions:

• What should the 𝑅2 threshold be set at so that the samples can adequately approximate the full
data set?

• How many samples are needed to achieve the desired 𝑅2 threshold?
• For systems that require a large number of samples, is it possible to improve their predictability
through better implementations?

𝑅2 threshold. To find the right 𝑅2 threshold, we tested incremental sampling with different
𝑅2 thresholds and compared the set of significant parameters and important points found on
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(b) Less predictable systems.

Fig. 2. Model accuracy vs sampling rate. We categorize all systems into two types: A highly predictable

system can be predicted (median 𝑅2 score can reach at least 0.9) with less than 30% sample as shown in (a). A

less predictable system (b) needs a higher sampling rate. We conducted 100 trials for each sampling rate, and

for each trial, we draw the median, p20, and p80 accuracy (𝑅2). Some lines miss data at a low sampling rate

due to ANOVA reporting insufficient samples.

the full data set (𝑌𝑓 𝑢𝑙𝑙−𝑝𝑎𝑟𝑎 and 𝑌𝑓 𝑢𝑙𝑙−𝑝𝑡𝑠 ), and those found in the sampled data set (𝑌𝑠𝑎𝑚𝑝𝑙𝑒−𝑝𝑎𝑟𝑎

and 𝑌𝑠𝑎𝑚𝑝𝑙𝑒−𝑝𝑡𝑠 ). We then calculated mismatched significant parameters or important points as
(𝑌𝑓 𝑢𝑙𝑙 −𝑌𝑠𝑎𝑚𝑝𝑙𝑒 )∪ (𝑌𝑠𝑎𝑚𝑝𝑙𝑒 −𝑌𝑓 𝑢𝑙𝑙 ). Since important points are identified after identifying significant
parameters, mismatch of important points and significant parameters needs to be interpreted
together. For instance, the rise of important points mismatch in Figure 1b at 𝑅2 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.6 for
MySQL and Silo is due to the change of significant parameters as shown in Figure 1a.
As shown in Figure 1, a termination condition of 𝑅2 > 0.9 is sufficient for most systems to

reach a low mismatch rate. There are two exceptions: For MySQL in Figure 1b, our investigation
reveals that the high mismatch rate is due to a knee point in the full dataset being identified as a
turning point in some sampled datasets, with the classification being close to the threshold. For
Star in Figure 1a, our investigation shows that, similarly, several significant parameters have a
significance level close to the threshold. In short, these two exceptions are caused by values close
to the threshold, which may be addressed by better threshold selection algorithms.

Desired number of samples. For each system, we start from 5% random samples and add 5%
more random samples in each step, until we reach a 95% sampling rate. For each sampled set, we
record its 𝑅2 as the lowest one across ten splits to match Algorithm 1. For each system, we repeat
the above procedure 100 times.

Figure 2 shows the results (we ignore ones that report not enough samples). For each sampling
rate, we show the median 𝑅2, the 20th percentile 𝑅2, (p20), and the 80th percentile 𝑅2 (p80) among
100 trials. From the predictability perspective only, we categorize all systems into two kinds:
highly predictable ones that can reach 𝑅2 > 0.9 usually with less than 30% sampling rate, and less
predictable ones that either require more samples (usually more than 50% sampling rate) to reach
𝑅2 > 0.9 or never reach 𝑅2 > 0.9. For readability, we only display four systems per kind.

Combined with the results from Figure 1, we can conclude that for highly predictable systems, it
is possible to perform a reasonably accurate analysis with a low sampling rate.

What to do if the system is not very predictable? Unpredictability can be caused by implemen-
tation issues and/or inappropriate prediction models. It is challenging to give a decisive conclusion,
given the impossibility of exhausting all prediction models and the considerable effort required to
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Fig. 3. Comparison between original Calvin and a new Calvin implementation from Aria (ANOVA + random

sampling). Note that the Calvin (original) line in this figure is slightly different from that in Figure 2b, since

in this figure, we can only compare settings that are supported by both versions.

improve and understand the implementation. Fortunately, we find that, for comparison purposes,
some systems re-implemented prior works for various reasons. This allows us to compare the
re-implemented versions with the original versions. For example, as shown in Figure 3, the Calvin
version implemented by the Aria authors seems to provide better predictability than the original
version. Therefore, our recommendation is that, if an experimenter finds her system to be not
very predictable during incremental sampling (i.e., 𝑅2 is low despite using a high sampling rate),
she should investigate the possibility of implementation issues causing unpredictability before
blindly adding more samples. In particular, she should verify whether the results from the finished
experiments match with her expectations and whether there are explanations for performance
changes at certain settings.

4 Exploring Other Methods

In this section, we explore other sampling and prediction methods.

4.1 Sampling Methods

In addition to random sampling, we explore three different sampling methods. We want to investi-
gate whether we can further reduce the evaluation cost of incremental sampling.

Balanced sampling. This approach aims to ensure that each value of a parameter is sampled with
a similar frequency. Initially, it picks 5% of the whole dataset randomly as the sampling set. Then,
it analyzes the frequency of values of each parameter in the sampling set. When expanding the
sampling set, it first selects the setting with the least frequently appearing value of each parameter,
updates the frequency, and then repeats the procedure to select the least frequently appearing
values.

Stratified sampling. This method aims to ensure that each value of a parameter has the same
appearance rate in both the sampling set and the testing set [56]. More formally, given a parameter

P with k possible values, stratified sampling method tries to ensure that
𝑁𝑘𝑖 _𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔

𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔
=

𝑁𝑘𝑖 _𝑡𝑒𝑠𝑡𝑖𝑛𝑔

𝑁𝑡𝑒𝑠𝑡𝑖𝑛𝑔
,

where 𝑁𝑘𝑖_𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 and 𝑁𝑘𝑖_𝑡𝑒𝑠𝑡𝑖𝑛𝑔 represent the number of times 𝑘𝑖 appears in the sampling set and
the test set, respectively, and 𝑁𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 and 𝑁𝑡𝑒𝑠𝑡𝑖𝑛𝑔 represent the size of the sampling set and the
test set, respectively.

Distribution–aware sampling. This method aims to sample more heavily in areas where values
change more abruptly. It starts by randomly selecting a small subset of settings as the first sampling
set. Then when adding more samples, for each setting in the unsampled set, it 1) identifies 2𝑘 closest
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(a) Aria-TPC-C.
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(b) Calvin-TPC-C.
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(c) Cicada-YCSB.
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(d) DrTM-TPC-C.
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(e) GAM-TPC-C.
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(f) HERD-YCSB.
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(g) Janus-TPC-C.
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(h) MySQL-TPC-C.
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(i) Silo-YCSB.
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(j) Star-TPC-C.
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(k) Star-YCSB.

0.0
5
0.1

0
0.1

5
0.2

0
0.2

5
0.3

0
0.3

5
0.4

0
0.4

5
0.5

0
0.5

5
0.6

0
0.6

5
0.7

0
0.7

5
0.8

0
0.8

5
0.9

0
0.9

5

Sampling Rate

0.0

0.2

0.4

0.6

0.8

1.0

P
50

of
R
2
S
co
re
s
+
/-

to
P
80

an
d
P
20

balance

dist-aware

random

stratified

(l) TAPIR-YCSB.

Fig. 4. The effects of different sampling methods. The best sampling method varies across different systems,

and no sampling method consistently outperforms random sampling.

settings in the sampled set as a neighbor set N , where 𝑘 is the number of parameters in that
system; 2) calculates the neighborhood variability score for that neighbor set, which is computed as

𝑎𝑣𝑔( |𝑦𝑚−𝑦𝑛 |
𝑑𝑖𝑠𝑡 (𝑥𝑚,𝑥𝑛 )

),∀(𝑚,𝑛) ∈ N ; 3) uses the neighborhood variability score as weights, and performs

weighted random selection in unsampled settings.
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(a) Aria-TPC-C.
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(b) Calvin-TPC-C.
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(c) Cicada-YCSB.
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(d) DrTM-TPC-C.
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(e) GAM-TPC-C.
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(f) HERD-YCSB.
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(g) Janus-TPC-C.
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(h) MySQL-TPC-C.
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(i) Silo-YCSB.
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(j) Star-TPC-C.
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(k) Star-YCSB.
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(l) TAPIR-YCSB.

Fig. 5. ML vs ANOVA (random sampling). No method consistently outperforms the other.

Figure 4 presents a subset of the results of running ANOVA with different sampling methods.
Some sampling methods are significantly affected by the random seed, so we conducted 100 runs
for each sampling method using different random seeds. For a combination of system and workload,
we define its best sampling method as the one that can reach 𝑅2 > 0.9 with the lowest sampling
rate (note that a tie is possible). Overall, the best sampling method varies between different systems,
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and we have not found a sampling method that can consistently outperform random sampling.
Specifically, random sampling is the best on Aria-TPC-C, HERD-YCSB, Silo-YCSB, Silo-TPC-C, Star-
YCSB and TAPIR-YCSB; balanced sampling is the best on Aria-TPC-C, HERD-YCSB, MySQL-TPC-C,
Star-TPC-C and TAPIR-YCSB; distribution-aware sampling is the best on Aria-TPC-C, Cicada-YCSB,
HERD-YCSB, MySQL-TPC-C and Star-YCSB; stratified sampling is the best on Aria-TPC-C; in other
combinations of systems and workloads, no sampling method can reach 𝑅2 > 0.9. Note that some
system-workload combination might have multiple best sampling methods.

4.2 Prediction Methods

In addition to ANOVA, we have also explored 1) machine learning methods, which will be presented
in detail in this section; 2) linear regression treating all parameters as numerical data (note that we
configure ANOVA to treat all parameters as categorical data); and 3) Lorenzo Predictor, which is
typically applied in compression algorithms [38, 69]. Since linear regression and Lorenzo Predicator
do not perform well in our experiments, we do not present them in detail in this paper.

Machine learning. We chose neural networks as the prediction method due to its popularity and
capability. The neural network we used, Multilayer Perceptron (MLP), is the standard model for
performance prediction. We utilized scikit-learn [57] to prepare the training data and train the
model. Our model contains three hidden layers with 10, 10, and 5 neurons, respectively. The model
is trained with the lbfgs optimizer, which performs better for small datasets [57].

Figure 5 shows a subset of results of running different prediction methods. To summarize, ML is
the best on Cicada-YCSB, GAM-TPC-C, MySQL-TPC-C, Star-TPC-C, Star-YCSB; ANOVA is the best
on Aria-TPC-C, Cicada-YCSB, Herd-YCSB, Silo-TPC-C, Silo-YCSB, and Tapir-YCSB; and in other
combinations of systems and workloads, no prediction method can reach 𝑅2 > 0.9. Again, there is
no consistent trend that one can outperform the other. We further compared these two methods
with different sampling methods and found that no combination consistently outperforms others.
This conclusion is consistent with a prior study [42], which examines different sampling and ML
methods for performance prediction and finds no single best combination. Since ANOVA is more
efficient than MLP, and more importantly, can further explain the impact of each parameter, we
opt for ANOVA in the rest of this paper.

4.3 Discussion

Due to the large number of sampling and prediction methods, it is challenging, if not impossible, to
exhaustively try every sampling and prediction method. Therefore, our effort should be viewed as
an attempt to explore this direction, rather than as a decisive conclusion. In particular, for many
systems, there is a great gap between p80 𝑅2 and p20 𝑅2 of the same sampling rate, indicating
possible improvement.

On the other hand, we observed that those highly predictable systems exhibit good predictability
no matter which sampling method or prediction method we use. Therefore, we expect that the
implementation of the system will still play an important role in the predictability of the system.

5 Comparison With Ground Truth

In this section, we compare the results of incremental sampling to the “ground truth”, using the
full results. We perform the comparison to validate that the trends or important points found by
incremental sampling are indeed observable in the ground truth.
Since these systems often have multiple parameters, to present the full results, we visualize

high-dimensional data in the following way (e.g., Figure 6 and Figure 7): Assuming the system has
𝑛 parameters from 𝑝1 to 𝑝𝑛 , in the first iteration, our tool picks two parameters (e.g., 𝑝1 and 𝑝2) and
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groups all data with the same 𝑝3 to 𝑝𝑛 values; then it is able to draw each group on a 2D figure
called a “tile” since each group only contains two parameters 𝑝1 and 𝑝2. In the second iteration, our
tool picks two additional parameters (e.g., 𝑝3 and 𝑝4) and groups tiles with the same 𝑝5 to 𝑝𝑛 values
into a super-tile. This procedure repeats until it covers all parameters (the last iteration may just
pick one parameter).

By comparing the visualized data with the output of incremental sampling. We try to answer the
following questions:

• Does the visualization align with our previous observation that some systems are more predictable
than others?

• Does the output of incremental sampling align with the ground truth, and does it provide valuable
information?

(a) Per core throughput of Aria TPC-C. (b) Per core throughput of Calvin TPC-C.

Fig. 6. Predictability of different systems. Per core throughput is reported in txns/sec.

(a) Per core throughput of MySQL TPC-C. (b) Per core throughput of DrTM TPC-C.

Fig. 7. Systems with complex performance patterns. Per core throughput is reported in txns/sec.

5.1 Predictability of Different Systems

As discussed in Section 3.4, we find that some systems are less predictable than others. This
observation can be validated with the visualized data. For example, as shown in Figure 6a, Aria,
which exhibits good predictability as shown in Section 3.4, has a regular pattern in its visualized
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data. Calvin, on the other hand, has irregular patterns in its visualized data, which is consistent
with its less ideal predictability as shown in Section 3.4.

Again, we emphasize that the predictability of a system is dependent on both the samplingmethod
and the prediction model. Although this work has explored several methods, it is possible that
more effective methods exist. Therefore, the discussion here should be considered as a best-effort
validation.

5.2 Output of Incremental Sampling

To verify the accuracy of incremental sampling, we validate whether the significant terms and
important points reported by incremental sampling match the visualized data. We report results on
MySQL and DrTM here, as these two exhibit complex patterns in their visualized data.
For MySQL, our analysis shows that the most significant parameter is the number of terminals

(i.e., clients or worker threads since MySQL creates one worker thread for each client), which shows
an increasing trend with a knee point. This is consistent with the pattern in Figure 7a, where the
right side shows higher throughput but the increasing trend stops at a certain point. Our analysis
shows that the second most significant parameter is the combination of (number of terminals,
number of warehouses), which includes turning points. This is consistent with the figure’s pattern
that the highest throughput appears in the middle of the y-axis.
Both findings are consistent with common knowledge or manual investigation as well: An

experiment usually requires a certain number of terminals to saturate the system, but beyond that
point, adding more terminals won’t further increase system throughput. That’s why the number of
terminals shows an increasing trend with a knee point. More warehouses will decrease contention,
thereby increasing throughput, which is why we can observe that throughput increases with more
warehouses until a certain point in Figure 7a. With more warehouses, we need more terminals to
saturate the system, which is why we observe a combined effect of (number of terminals, number
of warehouses). To understand why throughput decreases with more warehouses after a certain
point, we profile MySQL and find that the lookup overhead in a tree-like index will grow with
more rows in the database. Therefore, beyond a certain point, the lookup overhead will become the
dominant factor, explaining the observed turning point.
For DrTM TPC-C, our analysis shows that the most significant parameter is the number of

worker threads, with a decreasing trend, which is consistent with Figure 7b. This is because DrTM
is a distributed database using transactional memory and RDMA techniques, and more worker
threads on the same node will contend on such shared resources. The second parameter is the cross-
warehouse ratio, with a decreasing trend and a knee point. More cross-warehouse transactions
are well known to introduce more contention and more network traffic, which explains why it
decreases throughput. The third parameter is the combination of (the number of warehouses and
the number of worker threads) with turning points. This is consistent with the step-like patterns in
Figure 7b. The explanation is the same as for MySQL.
For other systems, we observed a similar match between observations on the sampled settings

and those on all settings, although, once again, the required sampling rate to reach the match varies
by different systems.

5.3 Discussion and Recommendation

The effect of the number of warehouses in TPC-C is a typical example of how experiment results
can be affected by parameter selection: When this number is small, contention is likely to be the
main bottleneck, and when this number becomes large, index searching is likely to become the main
bottleneck. Therefore, the optimization of concurrency control may show superior improvement
when this number is small, but the improvement will diminish when this number becomes large.
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Furthermore, whether to partition data (i.e., whether to store all data in a single table or in multiple
ones) further complicates the comparison, since partitioning naturally limits the size of an index.

For an unbiased evaluation, our general recommendation is to measure and report results on both
sides of an important point. When comparing two systems, such measurements and comparisons
should cover the two sides of a turning/kneeing point in both systems. More formally, for a
parameter 𝑃 , if system A has a turning point 𝑃𝐴 and system B has a turning point 𝑃𝐵 (assuming
𝑃𝐴 < 𝑃𝐵), then the comparison should cover (min, 𝑃𝐴), (𝑃𝐴, 𝑃𝐵), and (𝑃𝐵 , max).

6 Suggestions, Limitations, and Future Work

In this section, we summarize our recommendations about artifact implementation and evaluation.
We further discuss the limitations of our approach and future work.

• A researcher should prepare her artifact for extensive evaluation. This often includes eliminating
hard-coded configuration parameters. She should also clarify the value range of each configuration
parameter the artifact can support.

• An experimenter should design evaluations to cover the entire parameter space, including the
possible range of each parameter. If the space is too large for an extensive evaluation, the
experiments can use the incremental sampling approach discussed in this work, starting from a
small number of samples and adding more samples if existing samples do not provide a good
estimation. We recommend random sampling and ANOVA analysis based on our experience.

• If at some point, those samples could provide a good estimation (we recommend using an 𝑅2

threshold of 0.9), then the experimenter can further analyze the output of ANOVA to identify
the important points.

• If the experimenter cannot obtain a good estimation with many samples (the exact threshold
depends on how many experiments the experimenter can afford to run in total), she should inves-
tigate whether this is due to implementation issues. For this purpose, she can check whether the
results of existing samples meet her expectations. If not, she should address the implementation
issues and retry.

• For an unbiased evaluation, the experimenter should report results on both sides of an important
point. When comparing two systems, the experimenter can apply the above approach to two
systems independently, possibly with different sampling rates for different systems, and then
compare their predicted performance. The comparison should cover both sides of important
points in both systems.

The effectiveness of this approach depends on the predictability of the target system. Incremental
sampling can significantly reduce the experiment cost for highly predictable systems. Less pre-
dictable systems, however, will bring at least two problems, due to the inherent limitations of the
sampling approach: First, incremental sampling may observe the unpredictability and require more
samples, eventually running out of the experimenter’s resource. Second, the sampling approach
may miss important points if there are too few samples and the performance of the target system
can change abruptly. For example, if we test two configuration values 𝑣1 and 𝑣2 (𝑣1 < 𝑣2), but
the system performance drops at 𝑣3 and goes back to normal at 𝑣4 (𝑣1 < 𝑣3 < 𝑣4 < 𝑣2), then the
sampling approach will miss this drop. On the other hand, a system whose performance can change
abruptly is perhaps undesirable in the first place.

In the future, we plan to investigate the applicability of our approach on other metrics, such as
latency, which may have more variance than average throughput. For highly predictable systems,
we will investigate ways to lower the cost of each sample’s experiments, such as early stopping
when early experimental results match expectations.
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7 Related Work

Benchmarks. Many areas have well-established benchmarks for performance evaluation and
comparison, such as the TPC series [72], SmallBank [8], YCSB [20], fio [27], the SPEC series [66],
HPL [58], HPCG [25], Graph500 [31], MLPerf [51, 59], DAWNBench [19], and many others. Most
of these benchmarks have restrictions on which parameters can be tuned and what values can be
used for these parameters.

Reproducibility. To improve code quality and facilitate future research, our community has
encouraged research papers to verify their reproducibility through artifact evaluation [1, 3–6]. In
the meantime, many works study how to improve the reproducibility of research prototypes. For
example, CloudLab studies the performance variability of its experiments and proposes guidelines
to reduce such variability [50]; a recent work studies how cloud-based big data workload can
be affected by network variability [74]; Fursin discussed the challenges and solutions from his
experience of reproducing 150+ research papers [29]; Ursprung [61] studies how to improve the
reproducibility of data science workloads. The key idea of Ursprung is to transparently capture
provenance and build lineage to automatically track static and runtime configuration parameters
of data science pipelines. With Ursprung, the authors hope to improve the reproducibility of data
science workloads.
However, reproducibility does not answer the question of which settings we should use in

experiments. Compared to these efforts, our work further argues that, for the purpose of improving
code quality and facilitating future research, we should encourage extensive evaluations to cover a
wider range of settings.

Regression/Machine learning for systems. Regression and machine learning methods have been
applied in systems designs and optimizations. For example, many studies [13, 76, 80] propose using
regression-based algorithms to tune systems configurations to achieve better performance. Recent
systems research successfully exploits machine learning methods for performance prediction [28,
32, 42, 44], resource management [23, 37, 48, 52], scheduling [22, 49], I/O optimizations [24, 33], and
so on. Our work explores whether we can apply a similar idea to reduce the cost of the extensive
evaluation. Our work will benefit from improvement in this field, such as better prediction models
or designs that can improve performance predictability.

8 Conclusion

This paper explores whether we can leverage sampling and prediction to reduce the cost of extensive
evaluation. Our exploration shows that it is possible to gain the benefits of extensive evaluation
with a low cost, but that may require a good engineering effort to improve the predictability of the
artifacts. Based on our exploration, we further discuss possible future directions and make two
recommendations: 1) We may encourage artifact predictability in addition to reproducibility, and 2)
Measurement and comparison should cover both sides of a knee or turning point.
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A Testbed

Table 2 records the detailed machine configuration to test each system.

Name Node

Alias

CPU RAM Disk NIC

Calvin d430 2x Intel E5-2630 v3
8-core CPUs at 2.40
GHz (Haswell w/
EM64T)

64GB 2 x 1TB HDDs Dual-port Intel 1GbE NIC (i350),
Dual-port Intel 10GbE NIC
(X710), One Broadcom NetXtreme
BCM5720-2P Dual-Port 1GbE NIC

Silo c6320 2x Intel E5-2683 v3
14-core CPUs at 2.00
GHz (Haswell)

256GB ECC 2x 1 TB 7.2K RPM 3G
SATA HDDs

Dual-port Intel 10GbE NIC (X520),
Qlogic QLE 7340 40 Gb/s Infiniband
HCA (PCIe v3.0, 8 lanes)

HERD r320 1x Xeon E5-2450
processor (8 cores,
2.1Ghz)

16GB (4 x 2GB
RDIMMs, 1.6Ghz)

4 x 500GB 7.2K SATA
Drives (RAID5)

1GbE Dual port embedded NIC
(Broadcom), 1 x Mellanox MX354A
Dual port FDR CX3 adapter w/1 x
QSA adapter

MICA c6220 2 x Xeon E5-2650v2
processors (8 cores
each, 2.6Ghz)

64GB (8 x 8GB DDR-
3 RDIMMs, 1.86Ghz)

2 x 1TB SATA 3.5”
7.2K rpm hard drives

4 x 1GbE embedded Ethernet Ports
(Broadcom), 1 x Intel X520 PCIe
Dual port 10Gb Ethernet NIC, 1 x
Mellanox FDRCX3 Single portmezz
card

DrTM OSC
Owens

2 x Intel E5-2680 v4
(14-core, 2.40 GHz)

128GB 1 x 1TB HDD 100 Gb/s Infiniband EDR

TAPIR c220g1 2x Intel E5-2630 v3
8-core CPUs at 2.40
GHz (Haswell w/
EM64T)

128GB ECC (8x 16 GB
DDR4 1866 MHz dual
rank RDIMMs)

2x 1.2 TB 10K RPM
6G SAS SFF HDDs,
One Intel DC S3500
480 GB 6G SATA
SSDs

Dual-port Intel X520-DA2 10Gb
NIC (PCIe v3.0, 8 lanes), Onboard
Intel i350 1Gb

Janus rs630 2 x Xeon E5-2660 v3
processors (10 cores
each, 2.6Ghz ormore)

256GB (16 x 16GB
DDR4 DIMMs)

1 x 900GB 10K SAS
Drive

1GbE Quad port embedded NIC
(Intel), 1 x Solarflare Dual port
SFC9120 10G Ethernet NIC

Cicada c6320 2x Intel E5-2683 v3
14-core CPUs at 2.00
GHz (Haswell)

256GB ECC 2x 1 TB 7.2K RPM 3G
SATA HDDs

Dual-port Intel 10GbE NIC (X520),
Qlogic QLE 7340 40 Gb/s Infiniband
HCA (PCIe v3.0, 8 lanes)

GAM c6220 2 x Xeon E5-2650v2
processors (8 cores
each, 2.6Ghz)

64GB (8 x 8GB DDR-
3 RDIMMs, 1.86Ghz)

2 x 1TB SATA 3.5”
7.2K rpm hard drives

4 x 1GbE embedded Ethernet Ports
(Broadcom), 1 x Intel X520 PCIe
Dual port 10Gb Ethernet NIC, 1 x
Mellanox FDRCX3 Single portmezz
card

Star c6220 2 x Xeon E5-2650v2
processors (8 cores
each, 2.6Ghz)

64GB (8 x 8GB DDR-
3 RDIMMs, 1.86Ghz)

2 x 1TB SATA 3.5”
7.2K rpm hard drives

4 x 1GbE embedded Ethernet Ports
(Broadcom), 1 x Intel X520 PCIe
Dual port 10Gb Ethernet NIC, 1 x
Mellanox FDRCX3 Single portmezz
card

Aria m510 8-core Intel Xeon D-
1548 at 2.0 GHz

64GB ECC (4x 16
GB DDR4-2133 SO-
DIMMs)

256 GB NVMe flash
storage

Dual-port Mellanox ConnectX-3 10
GB NIC (PCIe v3.0, 8 lanes )

MySQL m510 8-core Intel Xeon D-
1548 at 2.0 GHz

64GB ECC (4x 16
GB DDR4-2133 SO-
DIMMs)

256 GB NVMe flash
storage

Dual-port Mellanox ConnectX-3 10
GB NIC (PCIe v3.0, 8 lanes)

Table 2. Machine settings used to test different systems.
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